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Fig. 1. Opposition of the thumb: Our method produces an accurate data-driven skeleton mesh kinematic “rig”. Here, we used our rig to reliably reproduce
the well-known opposition of the thumb to all other 4 fingers. The solid soft tissue was computed using a FEM simulation attached to the articulated bone
meshes. The fingers do not merely touch but also orient to be co-planar at the contact location, subject to biomechanical limits. The right-most four images

show representative FEM frames of the opposition between the thumb and the pinky finger.

We demonstrate how to acquire complete human hand bone anatomy (meshes)
in multiple poses using magnetic resonance imaging (MRI). Such acquisition
was previously difficult because MRI scans must be long for high-precision
results (over 10 minutes) and because humans cannot hold the hand perfectly
still in non-trivial and badly supported poses. We invent a manufacturing
process whereby we use lifecasting materials commonly employed in film
special effects industry to generate hand molds, personalized to the sub-
ject, and to each pose. These molds are both ergonomic and encasing, and
they stabilize the hand during scanning. We also demonstrate how to effi-
ciently segment the MRI scans into individual bone meshes in all poses, and
how to correspond each bone’s mesh to same mesh connectivity across all
poses. Next, we interpolate and extrapolate the MRI-acquired bone meshes
to the entire range of motion of the hand, producing an accurate data-driven
animation-ready rig for bone meshes. We also demonstrate how to acquire
not just bone geometry (using MRI) in each pose, but also a matching highly
accurate surface geometry (using optical scanners) in each pose, modeling
skin pores and wrinkles. We also give a soft tissue Finite Element Method
simulation “rig”, consisting of novel tet meshing for stability at the joints,
spatially varying geometric and material detail, and quality constraints to
the acquired skeleton kinematic rig. Given an animation sequence of hand
joint angles, our FEM soft tissue rig produces quality hand surface shapes
in arbitrary poses in the hand range of motion. Our results qualitatively
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reproduce important features seen in the photographs of the subject’s hand,
such as similar overall organic shape and fold formation.
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1 INTRODUCTION

Hands and their modeling and animation are of paramount impor-
tance in many applications. In computer games and film, clothing
may occlude the body of the characters, but the hands are often
exposed and important for the story. In engineering, hand anatomi-
cal models can be used to design tools and equipment. In computer
vision, anatomically based modeling can improve the tracking of
hands, because it provides better statistical priors on hand shapes.
In healthcare, accurate hand shapes and motion can be used to
design better finger and partial hand prosthetics, and better tools
for surgeons. As is well-known and argued by medical authorities
in the field [Kapandji 2009], hand’s dexterity stems from a thumb
opposing four fingers (Figure 1), making the hand perfectly suited
for precise grasping, lifting, climbing and daily manipulations of ob-
jects. To improve realism, virtual hands should be modeled similarly
to biological hands, and this requires building precise anatomical
and kinematic models of real human hands.

Unfortunately, complex hand biomechanics today is not modeled,
measured or resolved in any quality way. While there are several
computational models of the hand kinematics, few attempted to
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model internal structures, let alone produce anatomically precise
models that match real-world data. Existing detailed human hand
anatomy books such as [Kapandji 2009] focus on applications in
medicine, where the goal is to treat and repair hand injuries, not
analyze the function of healthy hands. It is challenging to acquire the
motion of the internal human hand anatomy. It must be performed
in vivo (on a live person), as the hand motion is greatly affected
by the tendons, fat tissue and active muscles. It cannot be reliably
done using exterior scanning techniques (motion capture), due to
tissue deformations and sliding. We give a method to acquire high-
resolution geometry of the bones of the human hand (collectively
referred to as the “skeleton”) in multiple hand poses, using MRI
scanning. We scan two subjects (1 male and 1 female) in 12 poses.
Our poses were chosen to reasonably sample the range of motion of
each important hand joint. We note that in medicine, it is common
to use cadavers for human anatomy research. We exclude such
studies because we want to study the kinematics of healthy hands,
as activated by a live person.

In modern medicine, there are two
imaging techniques that are poten-
tially suitable to acquire 3D hand
anatomy. In Computed Tomography
(CT), a 3D image is generated from
a large number of two-dimensional
X-ray images taken around a fixed
axis of rotation. In computer anima-
tion, hand bone skeletons have been
acquired using CT scans in the pio-
neering work of Kurihara and Miyata
[2004]. Similarly, Marai et al. have
also used CT scans to acquire the
carpal bone motion of the human
hand [Marai et al. 2003]. Unfortu- Fig. 2. Left: Kurihara’s CT
nately, CT emits ionizing radiation, scan [Kurihara and Miyata
which can cause cancer in high radi- 2004]. Reprinted with permis-
ation doses. Building a quality skele- sion from Eurographics. Right:
ton animation model requires acquir- °ur MRl scan.
ing many poses for each individual, leading to unacceptably high
radiation doses. We therefore decided to exclude CT from our work.
Magnetic Resonance Imaging (MRI) does not use any ionizing ra-
diation nor pose other healthy risk for the vast majority of people.
Compared to Kurihara’s CT work, which produced CT scans for
1 individual in 5 poses, we produced MRI scans for 2 individuals
in 12 poses without any health risks. We performed our MRI scans
in a hospital, using clinical 3T scanners manufactured by General
Electric. We obtained our institution’s review board (IRB) human
subjects research approval for these experiments. An additional
advantage of MRI over CT is that CT only generates sharp images
of bones, whereas MRI produces all major hand organs, including
bones, muscles and fat. For example, in the CT images in Kurihara’s
work [Kurihara and Miyata 2004], one can barely observe any sig-
nificant hand components other than the bones and the surface
(Figure 2). Although we do not utilize muscles and fat in this work,
their availability bodes well for further research in this area.

Although MRI scanners can provide great anatomical detail, there
is a practical challenge that prior work has not addressed: the hand
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must be kept perfectly still in the scanner for 10-15 minutes. Long
scanning times are needed to decrease the signal-to-noise ratio,
which decreases with the square root of the scanning time [Stillfried
2015]. If the hand is not still, the scanning image quickly loses
resolution and becomes useless. If the goal is to scan just one pose,
this is doable (not easily comfortable, but doable) for most people: lie
down on the scanner bed, firmly press the hand against the bed, and
hold it still during the scan. However, general hand poses cannot be
scanned in this way, because they position the palm and fingers in
some general configuration, e.g., bend the fingers, close the hand
into a fist, partially close the hand, and so on. Such poses do not
have any physical support inside the scanner. Without support, they
are impossible to scan sharply, as a human simply cannot keep an
unsupported hand pose still for more than a few seconds.

Our solution is to generate molds that hold the hand in a known
and fixed pose. We generate our molds by placing a hand, in a
chosen pose, into a liquid lifecasting solution that solidifies into
an elastic rubber-like solid, then retrieve the hand. We then fill the
hole with liquid plastic, generating a plastic replica of the hand in
each pose. This replica captures extremely high detail on the skin’s
surface. We then scan the plastic replica using an optical 3D scanner
(Artec Spider [Artec3D 2018]), and repeat the lifecasting process to
generate a rubber mold (negative image of plastic hand). We then
cut the mold in two parts, place the hand into the mold, cover it with
the upper part, and place the hand into the MRI scanner. To the best
of our knowledge (including that of our co-author Dr. Matcuk who
is a medical doctor radiologist and active researcher in radiology),
we give the first solution for stable long-time (>10 minutes) MRI
scanning of the hand in multiple poses. Another key benefit of our
approach is that we can obtain, for each pose, not just the anatomy
in that pose, but also a high-resolution surface skin detail in that
pose, which can be used for high-resolution hand rendering.

Next, we demonstrate how to segment the MRI scans into bone
meshes, for each pose. We show how to register the bone meshes to
have equal number of vertices and triangle connectivity. Although
there is substantial literature on body MRI data segmentation, the
literature on hand MRI segmentation is very sparse. We give new
methods that improve the state-of-the-art (Section 3.1). We then
demonstrate how to build a data-driven skeleton kinematic model (a
skeleton animation “rig”). This rig is able to articulate the skeleton
mesh into an arbitrary pose, using interpolation / extrapolation
of the acquired MRI meshes. Our rig captures complex real-world
rotations and translations of bones relative to their parent bone.

We also give a new Finite Element Method (FEM) simulation
method for the hand’s soft tissue (“soft tissue rig"). Naive tet meshing
produces unstable tet meshes that explode due to pinching of the
elastic material at the joints, or over-constraining at the joints. We
show how to stably constrain the soft tissue tetrahedral mesh to
the skeleton mesh animated using our bone rig. We give a method
to increase the spatial mesh resolution and adjust elastic material
properties in selected regions, which can reliably and automatically
simulate folds and creases, both on the palm and under fingers.
We show experimentally that our bone rig greatly improves the
stability of our soft tissue rig, compared to naive bone rigs. We also
demonstrate that our FEM soft tissue rig outperforms skinning with
standard Maya skinning weights.
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Fig. 3. 12 MRI-scanned poses (1 subject; male; late 20s). Four rows are the cloned plastic hand (the "ground truth” shapes), our FEM result, skeleton mesh
obtained from MRI scan, and the MRI scan. The last 4 plastic poses have a plastic stand (seen on the left of each image) to easily stand up on a table. FEM
closely matches the plastic hand in all poses, despite not actually using plastic shapes anywhere in our system (except the neutral shape: column 5 in the top
set). The solid black arrows indicate the logical sequence of steps; the FEM and cloned hands are shown adjacent for easier comparison. Image is zoomable.

2 RELATED WORK

Hands are biomechanically complex and it is therefore natural to
model their shapes using physically based simulation; such as, for
example, simulating a solid mesh constrained to the underlying
skeleton [Capell et al. 2005; Kim and Pollard 2011; Liu et al. 2013].
Lee et al. comprehensively modeled the upper human body using
anatomically based simulation [Lee et al. 2009]. However, they ex-
cluded hands from simulation and modeled them kinematically. The
skin and tendons of the human hand have been simulated to en-
hance the visual appearance or control of hand articulation [Li et al.
2013; Sachdeva et al. 2015; Sueda et al. 2008]. McAdams et al. [2011]
and Smith et al. [2018] used FEM to simulate cartoon hands. For
human hands, Kry et al. [2002] and Garre et al. [2011] modeled hand

deformations using a layer of FEM soft tissue around articulated
bones. We give a hand FEM simulation model that is more elaborate
than previous approaches. We model spatially varying geometric
detail and material properties, automatically remove elastic material
in between the heads of bones, and determine attachments to bones
at the joints to avoid pinching. If such features are omitted, it is in
our experience impossible to stably simulate hands that aspire to
look like real hands. Our approach can, for example, model the fold
formation on the entire hand.

To a first-degree approximation, hands can be animated using
skinning techniques [Jacobson et al. 2014]. Skinning can be im-
proved using several techniques, such as dual quaternions [Kavan
et al. 2008], or implicit methods [Vaillant et al. 2014]. Pose-Space
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Deformation (PSD) is a method that combines skeleton subspace
deformation [Magnenat-Thalmann et al. 1988] with artist-corrected
pose shapes [Lewis et al. 2000]. It is widely used in industry due
to its speed, simplicity and the ability to incorporate real-world
scans and arbitrary artist corrections. Kurihara and Miyata [2004]
presented a variant of PSD suitable for hand animation, and Rhee et
al. [2006] demonstrated how to efficiently implement it on a GPU.

Recently, Romero et al. [2017] gave a surface scanning approach
to animate human hands together with the rest of the body. Their
model is purely data-driven and does not model interior anatomy.
Different from our approach, their goal is to generate a statisti-
cal model to parameterize the variations of human hand shapes
due to personalization and pose. In contract to data-driven meth-
ods [Kurihara and Miyata 2004; Romero et al. 2017] and model-based
methods [Garre et al. 2011; Kry et al. 2002], we demonstrate how
to simultaneously acquire both a kinematic model of the internal
anatomy and high-quality surface scans in matching poses. We are
not aware of any prior work that has achieved this for hands.

Our hands are driven by standard and familiar skeleton joint an-
gle animations. Such animations can be created manually by artists,
or acquired from real performances, for example, using gloves [Cy-
berGlove Systems 2017; Han et al. 2018; Wang and Popovié¢ 2009],
or computer vision techniques [LeapMotion 2017; NimbleVR 2012;
Wang et al. 2011]. In computer animation, there are many meth-
ods that compute kinematic hand skeleton models based on sur-
face tracking methods, such as optical or magnetic motion cap-
ture; see [Wheatland et al. 2015] for a good survey. Unlike surface-
based techniques, our imaging-based method can generate internal
anatomy, which is required for anatomically based simulation. Be-
cause of their small motion and combined effect on the surface of
the palm, surface-based techniques have difficulties tracking the
bones in the palm. Our MRI method works equally well for all bones.
We were able to extract the rigid motion of palmar bones without
any difficulty.

Common medical imaging techniques that are in principle applica-
ble to in-vivo measurements include X-rays, Computed Tomography
(CT), Positron Emission Tomography (PET), Magnetic Resonance
Imaging (MRI), and Ultrasound (for a good review, see [Duncan and
Ayache 2000; Fenster and Downey 1996]). PET requires injecting the
subjects with positron-emitting radionuclides, equivalent to 8-years
of natural background radiation [RadiologyInfo 2018]. Although
ultrasound is a safe imaging techniques and has been studied for
decades [Fenster and Downey 1996; Solberg et al. 2007], it is not
suitable for hands. This is because ultrasound signals are blocked by
bones, and are thus unable to generate complex three-dimensional
geometry due to sonic occlusions. MRI provides good contrast for all
anatomical structures [Dempsey et al. 2002; Watson 2015], and can
capture soft tissues such as muscles and fat. Commercial companies
have used MRI to build complete human body 3D anatomy [Zygote
2016]. A few publications analyzed the hand bone geometry using
MRI scans [Miyata et al. 2005; Rusu 2011; Stillfried 2015; van der
Smagt and Stillfried 2008]. However, because the MRI scanning
times need to be long to decrease the signal to noise ratio (10-15
minutes in our work), prior work has not addressed an important
limitation. Namely, if the hand is not held perfectly still during the
scan, the MRI image is blurred (useless). Of course, humans cannot
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hold the hand still in arbitrary poses for 10 minutes. Researchers
attempted to overcome this limitation by employing clay support,
and by asking the subject to hold objects during the scan. Using
such an approach, Miyata et al. [2005] succeeded in MRI-scanning
and modeling 2 finger joints on 4 fingers, in 4 poses. In our work, we
scanned the complete hand in 12 poses. We use ergonomic molds
which, due to complete hand encasement, provide superior support
to using clay or relying on grasping. To combat hand shake, Still-
friend’s work [2015] used a balancedSSFP MRI scanning sequence
to shorten the scanning time to 2-3 minutes. In medicine, this se-
quence is usually employed to scan moving objects (e.g., a beating
heart). While this reduces hand fatigue, it also decreases tissue detail
and sacrifices the overall image quality. Furthermore, even if such
procedures are used, the specific MRI-scanned poses in prior work
do not correspond to any optical scan of the surface geometry. Note
that the quality of any hand skin surface extracted from a MRI scan
is far inferior to what can be achieved via surface optical scanning.
In our work, we use the PD Cube MRI sequence, which is a common
MRI sequence to image stationary objects. That said, the “fast MRI”
(balancedSSFP) approaches are orthogonal to our mold stabilization
approach and could be combined if so desired.

Most medical imaging segmentation techniques focus on the
general body (and many on the hip area), and not on hands (see
[McInerney and Terzopoulos 2008] for a good review). Although
segmentation algorithms with prior knowledge have succeeded in
automatic musculoskeletal segmentation of the hip [Baudin et al.
2012; Gilles and Magnenat-Thalmann 2010; Grady 2006; Schmid
et al. 2011; Schmid and Magnenat-Thalmann 2008], they have not
been demonstrated to work on hands. Note that hands have a much
smaller and more complicated structure. Compared to the hip, a
human hand (without the wrist) has 27 bones and 19 flexible joints,
which dramatically increases the segmentation complexity. The
most common approach (aimed at general human bodies, but also
applicable to hands) in practice is to mostly perform a manual seg-
mentation, with the help of a few basic computer vision techniques
such as thresholding, filtering and water-shedding [Stillfried 2015;
van der Smagt and Stillfried 2008]. Such capabilities are often inte-
grated into commercial medical image analysis software, such as
Amira [Amira 2018], VTK [VTK 2018] and ITK-SNAP [ITK-SNAP
2018]. We tried Amira, but found it too inefficient for hands and
not automated enough for our application. Recently, with the rapid
development of GPUs, deep neural network techniques (DNN) be-
came a popular and powerful technique for image segmentation,
including MRI segmentation [Deniz et al. 2017; Kayalibay et al. 2017].
However, these techniques are still in their infancy, e.g., [Kayalibay
et al. 2017] does not solve the inhomogeneous bone problem. DNN
approaches are currently inhibited due to a lack of hand medical
imaging datasets and approaches to stably build such datasets.

3 ACQUIRING SKELETON MESHES IN MANY POSES

We now describe our procedure to acquire bone geometry and de-
tailed external hand surface geometry and color texture in multiple
hand poses, spanning the typical range of motion of the human hand
(Figure 3). Our skeleton geometry is acquired using MRI, and the
external geometry is acquired using laser scanner metrology (for
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shape) and photogrammetry (for color texture). For each bone, we
generate a mesh for each pose, with equal mesh connectivity. We
then use the skeleton geometry to run FEM simulations to generate
high-quality unscanned “in-between” poses, producing registered
high-resolution surface geometry that can be articulated to any
continuous pose of interest.

We stabilize the human hand inside the MRI scanners in known
prescribed poses, by manufacturing rigid molds. Our technology
“silver bullet” is the observation that human hand can be physi-
cally cloned into a shape made of a variety of materials (plastic,
silicon, etc.) using lifecasting materials (Figure 5). Inspired by the
film special and visual effects industry, we observe that it is possi-
ble to generate extremely precise replicas of human hands, using
commonly available rubber-like materials such as the AljaSafe™
material from Smooth-On, Inc [AljaSafe 2018]. We note that life-
casting has been used in the visual effects industry to model human
faces; we are not aware of prior usage to model hands in multiple
poses. Lifecasting has been used for fabricating an accurate neutral
shape of a human hand in robotics [King et al. 2018; Schlagenhauf
et al. 2018], to perform hand control, such as for grasping.

We perform lifecasting using AljaSafe [AljaSafe 2018], an algi-
nate skin-safe material naturally occurring in the cells of brown
algae. The resulting hand replicas capture extremely detailed surface
hand features, down to individual pores and tiny lines on the hand
surface (Figure 5, g). In order to make the replicas, we prepare a
liquid AljaSafe solution (mixture of powder and water) in a properly
hand-sized bucket, and then position the hand into it, in a chosen
pose. The solution solidifies in approximately 8-10 minutes into a
rubbery solid. The shape of the hand and the micro-detail on the
surface get imprinted into the AljaSafe surface. We note that Al-
jaSafe gently encases the hand. It does not change volume when it
solidifies, so there is minimal hand compression; only small water-
like hydrostatic pressure due to gravity. Because AljaSafe is sturdy,
but sufficiently flexible, it is easily possible to withdraw the hand,
without damaging the imprinted surface detail. This process pro-
duces a bucket of solidified AljaSafe rubber with a hole in the shape
of the hand pose. We then fill this hole with liquid plastic (Smooth-
Cast™ 3000Q), which solidifies in a few minutes. We then remove
the AljaSafe rubber. The result is a high-quality plastic replica of
the hand in the specific pose (Figure 5, g, h). This manufacturing
process is also shown in our video. We note that the subject just has
to approximately eyeball each pose during lifecasting. The created
mold and the plastic hand are automatically consistent.

We then scan the plastic hand using a precise laser scanner, such
as Artec Spider [Artec3D 2018]. We scan the plastic hand, as opposed
to the real hand directly, because the plastic hand is perfectly still,
and therefore such a scan can achieve high precision (Figure 5, h),
on the order of 0.05 - 0.1mm with Artec Spider, producing a mesh
with 11M triangles. For comparison, the number of hand triangles
in the dataset on the MANO website [Romero et al. 2017] is 100K.
The Artec Spider precision already is an order of magnitude better
than the precision of the skin geometry acquired by our MRI scan
(which is 0.5 - 1mm). We are not aware of any prior computer
graphics work to use such a chemistry-based solution to “clone”
hands. We observe that computer graphics and vision acquisition

research typically focuses on optical surface scanning technologies,
e.g., reconstructing shapes from multiple camera views. Chemistry-
based approaches offer clear advantages in their ability to capture
high-precision surface detail on human body parts with minimal
costs: we only spent about $600 worth of chemical materials to make
our replicas for 1 subject.

By repeating the above process for every pose, we obtain a high-
quality plastic hand replica in each pose, as well as a high-precision
surface geometry scan of each shape. Next, we use these plastic
hands to stabilize the real hand during the MRI scan, by generating a
mold into which the subject inserts the hand prior to MRI scanning
(Figure 4). The mold keeps the hand still in a fixed, known, optically
scanned pose. The presence of the mold does not corrupt the MRI
signal in any way. We tested this in practice and discussed the issue
with MRI technicians. Our mold generates almost no signal outside
of the hand, and zero signal inside the hand. We generate the mold
by repeating the AljaSafe casting process. We prepare the liquid
AljaSafe solution, and then place the plastic hand into it. After
AljaSafe solidifies, we cut the resulting mold in two parts along the
hand’s frontal (i.e., coronal) plane, using a precision knife (Figure 4,
a). For MRI scanning, we place the lower part of the mold onto
the scanner bed. The subject inserts her/his hand into the mold,
and then the hand is covered and secured by the top part of the
mold, and additionally secured and fastened with tape (Figure 4, c).
Because the top mold piece is largely supported by the bottom piece,
and because our molds are precise hand negative images, there is
only a minimal gravity and twisting during MRI scanning. Note
that if one does not need the plastic hand, one can already use the
first AljaSafe cast for the MRI mold. However, molds obtained from
plastic hands can reorient the hand, for MRI ergonomics. The mold
has to be sturdy to keep the hand still, but still somewhat flexible,
so that the subject can “nudge” the hand position slightly before the
scan, for ergonomics during the scan. This will inevitably result in
a small mismatch between the plastic hand pose that was used to
make the mold, and the actual scanned MRI pose. We address this
in Section 5.2.

3.1 Segmenting MRI data into bone meshes

The MRI scan data consist of a regular volumetric grid of scalar
values proportional to tissue mass density, and must be segmented
into individual bone meshes. Although this task is well-understood
for general full-body MRI scans, the literature on segmenting hand
MRI scans is very sparse. We found only a single research paper (in
any field) that discusses (in any substantial detail) how to segment
bones from hand MRI images [Rusu 2011], and even this publication
only showed a single example. We implemented their method and
found it challenging to use: (1) there are more than four parameters
to tune, and (2) the result cannot be incrementally enhanced by
users. Moreover, in many cases it did not work well (for example,
see Figure 6), so we abandoned it. We give a new technique to
perform such a segmentation. In general, common issues in MRI
images include (a) inhomogeneous bone tissue intensity: cortical
bone (i.e, outer bone layer) is darker than cancellous bone (inner
layer), and (b) unclear and fuzzy bone boundaries in articulation
areas, as described in [Schmid et al. 2011].
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Fig. 4. Stabilized MRI scanning: (a) The mold with a plastic hand before cutting. (b1,2,3) Mold has been cut into two parts. (c) Hand secured into the mold.
(d) MRI scanning with the mold. Clinical MRI scanner manufactured by General Electric. Magnetic field strength of 3T, and resolution of 0.5 x 0.5 x 0.5 mm?3.

Fig. 5. We “cloned” this hand onto a plastic hand. (a) Mixing the Al-
jaSafe. (b) The hand in a bucket filled with liquid AljaSafe. (c) Hand removed,
leaving a hand-shaped hole. (d, e) Casting a liquid plastic into solidified
AljaSafe. (f) Removed the AljaSafe to obtain the plastic hand. (g) Photo of
plastic hand. (h) Rendered 3D-scanned mesh of plastic hand. Scanner: Artec
Spider. Note the high-resolution detail in g, h (zoomable in PDF).

Fig. 6. Our method outperforms prior hand bone segmentation
methods: It is challenging to segment the “metacarpal 11” bone (red rec-
tangle) for 2 reasons: (1) the MRI signal (shown in A) on the bone is not
of uniform intensity, and (2) the neighboring bone “metacarpal 111" (yellow
rectangle; only head of the bone is visible in this 2D view) has very similar
signal intensity to “metacarpal II”. Our method (shown in B) successfully
segmented this challenging case. Prior method [Rusu 2011] uses a region-
based active contour method and produces a suboptimal result: a significant
part of II’s bone head is missing (C).

We give a method that segments the image with as few param-
eters as possible and is as automatic as possible. We use a variant
of Laplacian-based segmentation [Grady 2006], but show how to
extend it to 3D in a scalable manner. We also give an intuitive inter-
face specifically for segmentation of hands. Our method has only
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Fig. 7. Our segmentation interface. Showing the result of the first step
of our 3D Laplacian-based segmentation. The segmented bone is red. Yellow
is the local segmentation region selected by the user for this bone.

one parameter, and users are able to incrementally improve the re-
sult by delineating additional bone voxels which the segmentation
classified incorrectly. The algorithm in [Grady 2006] is unacceptably
slow when solving the Laplace equation in 3D on the entire volume.
Our solution is to segment each bone separately and combine the
results together. When merging segmentations into a global labeled
volume, we resolve any labeling conflicts by treating conflicted vox-
els as unlabeled voxels again, and resolve the Laplacian problem
again in a local region. Using our method, we were able to segment
a 512x512x512 volume of the cancellous bones of the entire hand in
about 3 hours (5-10 minutes per bone). For cortical bones, there is no
existing work on segmentation without using training data (which
is unavailable for hands) [Schmid et al. 2011]. The Laplacian method
does not work here because the cortical bone is dark in the MRI
images and too similar to tendons. We segment it by the classical
computer vision watershed method [Meyer 1992] in 3D. We deem
the connected component closest to the cancellous bone as the cor-
tical segmentation. Finally, we merge each cortical and cancellous
pair into a single bone using dilation and/or random walk [Grady
2006]. After the medical image segmentation, it is not difficult to
build the implicit function for each bone from the labeled images.
With such implicit functions, we can easily generate the explicit 3D
geometry using an isosurface meshing algorithm [Boissonnat and
Oudot 2005].
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We now describe how we register each bone’s pose-varying
meshes to the same number of vertices and triangle connectivity,
and how we compute a rigid transformation between the bone in the
neutral pose and all other poses. For the neutral pose, we perform
complete segmentation of the bone as described in the previous
paragraph. This gives us a mesh of the cancellous part of the bone,
and a complete bone mesh combining both the cancellous and corti-
cal parts of the bone, in the neutral pose. For all other poses, we only
perform cancellous segmentation. This saves a lot of time and is all
that is needed. Unlike the cancellous bone which is white and has
good contrast, the cortical bone is dark and intensive to segment
in terms of manual work; and its segmentation in multiple poses
is redundant. We bypass the need for segmenting cortical bones in
non-neutral poses by executing a rigid Iterative Closest Point (ICP)
algorithm [Besl and McKay 1992] to align the neutral cancellous
bone mesh onto the cancellous mesh of each pose, extracting the
translation x € R3 and rotation matrix R for each pose. We then
transform the entire neutral bone mesh using the rigid transforma-
tion (x, R). This produces the output of our segmentation: a mesh
for each bone in each pose, with the same connectivity across all
poses. We smooth the bone meshes using 2 levels of the Laplacian
smoothing in MeshLab [Cignoni et al. 2008]. Our final skeleton
has 155,450 triangles total for 23 bones. Using these methods, we
successfully segmented 12 hand poses of our two subjects (Figure 3).
Figure 7 shows a screenshot of our segmentation user interface.
Next, we demonstrate how we can animate this skeleton mesh, by
building a “skeleton rig”.

4 SKELETON KINEMATIC MODEL

In computer animation, the motion of the human hand is typically
modeled using a hierarchical joint structure; and we adopt this ap-
proach also in our work. Controlling motion by prescribing joint an-
gles using commonly available inputs (mocap, IK, keyframing, etc.)
is commonly done in practice because it is easier (and admittedly
less principled) than optimizing muscle actuators [Lee et al. 2009].
Given the vector of joint angles 0, a typical pipeline in computer
animation industry today is not to compute any bone geometry, but
instead to bypass bones and apply a skinning algorithm that com-
putes the positions of the skin vertices, based on 8 and some suitably
defined skinning weights, optionally with sculpted pose-varying
corrections. Such modeling is imprecise because the fat layer and
the skin are sliding relative to the bones, and because real bones un-
dergo general 6-DOF rigid body motion relative to one another. The
rigid transformations between bones depend nonlinearly on 8, and
are dictated by the anatomical constraints between the bones and/or
muscles, such as ligaments and tendons, and muscle activations. Ac-
curate anatomical modeling requires computing the bone geometry
(mesh vertex positions) in arbitrary hand poses. We therefore depart
from previous work and give a new kinematic model (a “bone rig”)
that computes the positions of all vertices in all bone meshes, based
on 0. The input to our rig is 6, and the output is the anatomically
based rigid transformation (translation and rotation) of each bone.
We obtain our rig by fitting it to our segmented bone MRI meshes
in the captured poses (Section 3). Our model can both interpolate
and extrapolate the MRI-acquired poses. In later sections, we will
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ez el FhEL S 7 Metacarpo-phalangeal Joint (MP)
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2.y - .
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Fig. 8. The bones and joints of a human hand. Our joint hierarchy is
shown superimposed in blue, with the number of joint DOFs indicated.

use our bone rig to compute FEM simulations of the soft tissue of
the hand.

We note that Kurihara and Miyata [2004] optimized bone rotation
centers to data, but did not optimize joint rotation axes. Instead, they
specified the relative rotation of each joint via three Euler angles
corresponding to unoptimized axes that in general do not match
biomechanical axes. For example, the finger DIP and PIP joints ro-
tate mostly around one axis. With unoptimized axes, none of the
elemental Euler rotations correspond to the main biomechanical
axis of rotation. Hence, the animator has to either accept inaccurate
motion, or animate all three Euler angles simultaneously. In con-
trast, we optimize rotation axes to the MRI-acquired bone motion.
We give a rig where 1-DOF and 2-DOF joints can be animated by
specifying only 1 and 2 angles, respectively; namely the angles of
rotations around our optimized joint axes (Figure 10). Our rig drives
the biomechanical joint axes directly, and as such requires fewer
parameters to animate.

Hand kinematics. Modeling the hand joints and bone motion is a
complex problem. The human hand (see Figure 8) has 27 bones: 5
distal phalanges, 4 intermediate phalanges, 5 proximal phalanges, 5
metacarpals and 8 carpals, most of which are movable. The hand has
9 inter-phalangeal joints (DIPs and PIPs), 5 metacarpo-phalangeal
joints (MP) and 5 carpo-metacarpal joints (CMC). The thumb is
the only finger capable of opposing the other four fingers; there-
fore, it has a larger range of motion and greater complexity. The
CMC joint of the thumb is usually called Trapezo-Metacarpal joint
(TM). Researchers also study the inter-carpal joints, i.e., scapho-
trapezial joint (ST) [Kapandji 2009]. The employed models vary
largely according to the specific setup and application. The number
of modeled joints can range from 5 to 36 [Yuan et al. 2017]. The
number of DOFs of a single joint can range from 1 to 3. The motion
of carpal bones is small and on (or slightly over) the boundary of our
MRI scanning volume for our male subject; as commonly done [Still-
fried 2015], we do not model this motion. The IP and CMC joint
are usually modeled to have one rotation axis (or zero for CMC II
and IIT), and MP and TM joints to have two rotation axes [Gustus
and van der Smagt 2016; Kapandji 2009]. We adopt these conven-
tions in our work. There are 17 joints in total in our human hand
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Table 1. Bone rig errors for each joint. We list them separately for rota-
tions (R) and translations (x). Here, FMg and FM, are the absolute errors
using our Full Model (i.e., quadratic fitting of R and ), while PMg and PM
are the errors under a Partial Model where R = I and % = 0. The error is
computed as the average difference between the output of our bone rig, and
the ground truth (segmented MRI data), across all 12 poses (male subject).
It can be seen that the fitting of R and % decreases the error. The first and
second half of the table give 1-DOF and 2-DOF joints, respectively. Observe
that the pinky finger has the largest error; this is because it is the smallest.
Consequently, it is resolved with fewer voxels in the MRI scan.

Joint FMpg [deg] PMpg [deg] | FMx [mm] PMy [mm]
DIPI 2.40 2.98 0.52 0.67
DIP II 2.10 3.25 0.31 0.40
DIP III 1.93 2.87 0.22 0.36
DIP IV 241 2.78 0.30 0.33
DIP V 2.84 3.30 0.35 0.73
PIP I 1.90 2.08 0.32 0.36
PIP III 1.58 2.19 0.27 0.50
PIP IV 1.32 2.81 0.34 0.46
PIPV 2.77 3.44 0.26 0.31
CMC 1V 2.06 2.07 0.69 0.70
CMCV 2.74 2.79 1.07 1.15
MP1 0.59 1.03 0.44 0.80
MP II 1.58 1.82 0.55 0.76
MP III 1.76 1.87 0.37 0.65
MP IV 0.87 2.57 0.24 0.51
MPV 1.67 1.81 0.46 0.79
CMCI 0.79 1.94 0.90 2.26
Average 1.84 2.45 0.45 0.69

model, of which 11 are single-axis and 6 are two-axis, for a total of
23 degrees of freedom (Figure 8). We assign no degrees of freedom
to CMC II and III because it is well-known that these joints almost
do no move [Austin 2005]; in our dataset, maximum motion was
under 2 degrees. The configuration of the entire joint hierarchy is
then specified via the vector 6 of 23 joint angles. These angles can
be driven using any suitable computer animation method, such as
keyframe animation, motion capture or even motion control.

Our bone rig. We first de-
scribe our approach for 1-DOF
joints. Consider one specific
parent-child bone pair. Dur-
ing hand articulation, both the
parent and child undergo rigid
body motion. In this section,
we conceptually undo the par- Fig. 9. Transformation (x;, R;) is ex-
ent’s transformation so that pressed in parent’s coordinate system.
the parent is stationary in the It transforms the neutral child bone into
world, and the child under- pose i.
goes some rigid body motion relative to parent (Figure 9). All mo-
tions of the child bone in this section are to be understood in this
way. Denote the angle of the 1-DOF rotation of the child bone by the
scalar ¢. Our MRI scan and its segmentation give us the rigid trans-
formation (x;, p;) of the child bone in each pose i, fori = 1,..., N,
where N is the number of acquired poses. Here, x; € R is the
translation vector and p; € R* is the unit quaternion. In pose i, the

posei
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Fig. 10. The rotation axes of our joints. They are shown as red lines (for
1-DoF joints), and red and green lines (for 2-DoF joints).

child bone undergoes rigid transformation X + R;X + x;, where
R; is the rotation matrix corresponding to p;, and X € R3 is an
arbitrary point on the child bone. Our task is to discover a unit
rotation axis a € R?, and angles ¢; € R, such that p; is as close as
possible to a rotation by ¢; around axis a. This leads to a constrained
optimization problem for a and angles ¢;:

- D), P
1 . 1
. ¢1;1’1?).(’¢N ; dot(pl, cos( 5 ) + sin( 5 )a). (1)
st ala=1

Here dot(p, gq) denotes the dot product of quaternions p and q. We
robustly solve this problem using the IPOPT constrained nonlinear
optimizer [Wachter and Biegler 2006] with ADOL-C automatic
differentiation [Walther and Griewank 2009].

After a and ¢; are known, we construct our rig as follows. Given
an arbitrary angle ¢, we model the rigid transformation of the child
bone relative to its parent as

X - R@)R(@)(X - C) + C + 2(¢), ©)

where R(¢) is the rotation around axis a by angle ¢, and R and % are
the residual rotation and translation, respectively (to be determined).
Here, C € R3 is a center of rotation, which we determine using least
squares so that £(¢) is minimized, assuming R = I,

N
min Zl llx; + (R; — I)CII%. (3)

Finally, we compute the .,
residual translations x(¢;) = o
xi + (R; — I)C and residual ro-
tations R(¢;) = RiR(¢;)T at
each sampled pose i. The only
remaining task is to interpolate
/ extrapolate these residuals to
arbitrary ¢. We achieve this by
representing R using Euler an-

7

@

02 +

translation [mm]

" rotation angle 8 [degrees]

gles (note that R is a small ro-
tation), and then interpolating
/ extrapolating each degree of freedom of translations and rota-
tions by fitting a 1D quadratic function to samples (¢;, X;(¢;i))

and (¢;, Ri(¢i)), respectively. We initially employed natural cubic

Fig. 11. Fitting the residual x.
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splines, and then also polyharmonic splines; however, this resulted
in a lot of spurious wiggles in the rig; hence, we settled for qua-
dratic functions which gave smooth residuals. We extrapolate the
functions using the tangents at each end of the samples. We experi-
mentally observed that the residuals X; are small, on the order or
smaller than the accuracy of our MRI scan (0.5 mm) (Figure 11), and
the wiggles in % are therefore mostly just experimental noise. Our
conclusion is that bones in real hands, to a large extent, do rotate
around parent bones around a fixed center C. However, the devia-
tion away from the “fixed-rotation-center” model is still substantial.
Table 1 analyzes the accuracy of our bone rig. It demonstrates that
using our quadratically interpolated offsets R and % improves the
accuracy of the rig. Even if one accepts fixed centers, one still needs
our method to compute the centers and the rotation axes; otherwise
suboptimal shapes occur (Figures 16, 20).

Our approach for two-dimensional joints is similar, except that
we now have to find two orthogonal unit rotation axes a and b and
a pair of joint angles ¢; and ;. Our kinematic model is that we first
perform a rotation around a by ¢;, followed by a rotation around
the rotated axis b by ¢/;. Therefore, we maximize

N
max dot(p-, r-q-), where (4)
@, b, B e s Ors-eOn ; b
st.ala=1, bTb=1, aTb=0
. . 0 0
qi = cos(ﬂ) + sin(ﬂ)a, ri = cos(—=) + sin(—l)bl{, (5)
2 2 2 2
and b] is obtained by rotating vector b using g;. As in the 1D case,
this optimization is greatly facilitated by the ADOL-C automatic
differentiation library. The computation of the entire rig took 1
minute total for all poses and the entire skeleton. The rotation axes
are shown in Figure 10.

5 FEM SOFT TISSUE SIMULATION MODEL

Our soft tissue simulation model consists of bone geometry (Sec-
tion 3), surrounded by an elastic soft tissue modeled as a tetrahedral
mesh. The bone geometry is animated using our skeleton rig (Sec-
tion 4). We now describe how we generate a stable tetrahedral mesh
(Figure 12), assign its material properties, and how we constrain the
tetrahedral mesh to the bones for FEM simulation.

5.1 Generation of the tet mesh outer surface

We start with the high-resolution (11M triangles) mesh of the hand
in the neutral pose, obtained using optical scanning (Artec Spider) of
the plastic neutral hand. Because the fingers are sufficiently spread
in this pose, this mesh had no webbing or occlusion issues, and
only tiny imperfections which we easily cleaned in Maya using
smoothing. We then simplify this mesh to a smaller mesh (0.5M tri-
angles) using MeshLab; this is done to make the rest of the pipeline
more tractable. The average edge length in this mesh is 0.5mm,
however the edge lengths are not uniform and some triangles are
of bad quality. We then manually (using painting in Maya) sepa-
rate the triangles in two groups: those on creases (where higher
deformation precision is needed; both at the finger joints and on the
palm), and those elsewhere (“non-crease”). We then constrain the
crease triangles, and remesh the non-crease triangles using CGAL’s

isotropic_remeshing tool, with a 2.5mm target edge length. Next, we
constrain the non-crease triangles and remesh the crease triangles
using the same tool, at 0.5mm. We note that such a 2-stage remesh-
ing process is necessary; otherwise, artefacts appear (Figure 13,
bottom-left). This procedure gives us a good isotropic manifold
triangle mesh fguter (31,986 triangles) of the hand’s neutral pose
surface, with smaller edge lengths in the crease areas. We need to
correct this mesh, as described next.

5.2 Resolving discrepancies due to subject’s small pose
change in the mold prior to MRI scanning

Note that ‘fauter encloses the surface of the plastic hand, which is
the negative image of the MRI mold of the neutral pose. However,
when the hand is placed into the rubber-like mold for MRI scanning,
for ergonomics reasons, the hand slightly changes its pose as the
subject settles it into the mold prior to scanning. Also, the rubber-
like mold somewhat gently squeezes the hand, which slightly alters
its volume. We resolve these discrepancies by constructing the hand
surface geometry (the skin) from the MRI scan. This is feasible for
the neutral shape because the fingers are well-separated. Note that
due to limited MRI scanning resolution, this mesh has significantly
lower quality than 7A5uter, and cannot serve directly as an input
mesh for tetrahedral meshing. Instead, we align ‘fguter onto the MRI-
scanned surface mesh, using a nonlinear Iterative Closest Point (ICP)
tool Wrap3 [Wrap3 2018]. Here, we set the parameters in Wrap3 so
that the wrap is nearly rigid and only adjusts the pose, preserving
the local surface detail in ‘fguter. This is a slight, but important
adjustment, to compensate for subject’s ergonomic settling. The
result is a triangle mesh Tguter of the surface of the neutral hand
that has good quality and local surface detail, does not suffer from a
loss of volume, and is positioned consistently with the MRI-scanned
skeleton (see Figure 12, top). This mesh will serve as the outer mesh
for our simulation tet mesh.

5.3 Generation of the tet mesh inner boundary

We now describe how we generate a triangle mesh Jiyper which
will serve as the inner boundary for our tet mesh. This mesh has
to conform to the bones; however, it should not mesh the space
in between the bones at the joints; otherwise, those tets will be
immediately pinched as the joints articulate, leading to tet inver-
sions and simulation instabilities. We start with the skeleton rig
mesh B (155,450 triangles; animated in Section 4), and use CGAL’s
isotropic_remeshing function (at 2.5mm) to produce a mesh Beoarse
with 10,408 triangles for the entire skeleton. This mesh cannot serve
as Tinner because the mesh simplification and remeshing sometimes
introduce collisions between the bone meshes. To remove colli-
sions, we use the TetWild algorithm [Hu et al. 2018] to create a
tetrahedral mesh of the union of the volumes enclosed by bones in
Beoarse- The surface of this tet mesh is our inner mesh Tipper. It is a
good-quality isotropic mesh (10,682 triangles) whose surface closely
matches Beoarse, except that Tiner joins (“welds”) bone meshes in
the collision areas. Note that the vertices of Tjner are different
to those of Bcoarse- Here, we considered an alternative: compute
mesh boolean union of the bone meshes in Bcoarse, and then use
CGAL’s isotropic_remeshing tool; however, this destroyed some
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Fig. 12. Simulation tet mesh. Top row: outer and inner tet surface mesh.
In Touter, Note the greater resolution at the folds. Bottom: three cutaway
views of the FEM mesh.

geometric detail and introduced new collisions, so we abandoned
this approach.

Next, we execute constrained Delaunay tetrahedralization with
refinement (we use TetGen [Hang Si 2011]) on input Touter Y Tinner-
We set TetGen’s parameters so that Touter and Tinper are not refined,
but the interior tetrahedra are refined. The running time of TetGen
was under 1 second. The resulting tet mesh is not our final tet mesh
because we need to remove tetrahedra located at the joints between
two bones. For each bone, we manually select the triangles of Bcoarse
on the proximal epiphysis (the head closer to the parent bone),
roughly corresponding to the region of articular cartilage (smooth
white tissue where bone forms a joint to its parent bone); call this
set Schild- Next, we execute a procedure that we call “sweeping”: for
each vertex of a triangle from Sc;14, find the closest triangle ¢ on the
parent bone. If the distance is less than a threshold (we use 2.5mm),
and the normals are approximately opposite (dot product is smaller
than -0.7), we add ¢ to the swept set Sparent- We then form the
convex hull (using CGAL’s convex_hull_3) of Schiig U Sparent- We
then remove from the tet mesh every tet whose center is inside the
convex hull (see Figure 13, top-middle). This gives us our simulation
tet mesh (101,941 tets, 29,583 vertices). Note that this mesh has an
external surface and an internal surface (i.e., there are internal voids
corresponding to the bones).

5.4 Constraining the tet mesh to the bones

Our tet mesh is attached to the bones using soft constraints. We
constrain a subset of the vertices of the internal tet mesh surface.
Constrained vertices are determined by sweeping (in the sense of
Section 5.3) the child bone against the parent bone, across the entire
range of motion of the joint. Note that hand joints may have 1-DOF
or 2-DOFs. Our sweep resolution is 1 degree for each joint degree
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Fig. 13. Tet mesh creation. Top: mesh Tinper; removing tets at the joints;
tet mesh constrained vertices. Bottom-left: the two-step remeshing process
at the folds produces good triangles, and is necessary: under a single-step
process, bad triangles appear. Bottom-right: illustration of sweeping in 2D.

of freedom, both for 1-DOF and 2-DOF joints. For each value of the
joint degrees of freedom, we compute Sparent- We form the union
U of Sparent across the entire range of motion (Figure 13, bottom-
right). The sweeping takes 10 minutes total for the entire skeleton.
We then traverse all tet mesh vertices that are on the internal surface.
If the closest triangle on Beoarse is further than 0.01mm, or is in
U, we do not constrain this vertex, otherwise we constrain it to
the closest location on Bcoarse, using a spring of stiffness 10 N/mm.
This avoids constraining U, and the region on the tet mesh adjacent
to the removed tets in between the bones. The constraint springs
are integrated using implicit integration by computing their force
gradients, for simulation stability. We compute the motion of the
coarse bone mesh Bcoarse by skinning it to the output mesh 8 of
our bone rig; each vertex of Bcoarse is skinned to the closest bone in
8. Because nails are rigid, we need to also constrain nail vertices.
We do this manually, by painting the nail triangles in Maya. The nail
vertices are constrained to follow the transformation of the distal
phalanx finger bones. In addition to the constraints, we also apply
collision response between the bones and the soft tissue, and soft
tissue self-collision response. For the former, we use the technique
presented in [Barbi¢ and James 2008], whereas for the latter, we
detect pairs of non-neighboring overlapping triangles and push
them apart using penalty springs. In one of our examples (connect-
all-poses), we observed small spurious wrinkles on the skin at the
dorsal (i.e., back) side of the PIP joint, when the PIP joint is bent to
its extreme. We attribute this to the fact that the skin is pre-folded
in that region in the neutral configuration, and “unfolds” as PIP
articulates; pre-folding is not modeled by our system. We remedy
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Fig. 14. Young’s modulus of various human musculoskeletal tissues.
Note the unit kPa = 1000N/m?. From [Discher et al. 2009]. Reprinted
with permission from AAAS.
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Fig. 15. Spatially varying mesh resolution and materials. Fold forma-
tion is improved by increasing the tet mesh resolution under the finger joints
(via Touter; Sections 5.1 and 5.2), and by making the material in the same
region 6x softer (Section 5.5). Our method produces a quality horizontal
fold across the entire length of the palm. Other methods only produce a
partial fold, or no fold at all.

this issue by post-processing the small local region using the “Delta
Mush” deformer [Mancewicz et al. 2014].

5.5 Material properties

For elastic material properties, we use the Saint-Venant Kirchhoff
material. We add a volume preservation term which prevents large
compressions and successfully guards against collapse. Specifically,
we model volume preservation by adding a term A(J — 1)2/2 to
the elastic strain energy density function. Here, A is the first Lamé
parameter, and J is the local volume growth factor (product of the
three principal stretches [Irving et al. 2004]). The combination of
StVK and volume preservation produced organic hand shapes that
visually match photographs of the subject’s hand (Figure 19). We
model our tissue as a nearly incompressible isotropic hyperelastic
solid, and therefore use a Poisson’s ratio of 0.495. Although bio-
logical tissues are not completely incompressible, incompressibility
and isotropy is appropriate for many biological materials [Wex et al.
2015], because human tissue largely consists of an incompressible
liquid (water). Our choice of Young’s modulus is motivated by ex-
perimental measurements available in literature, such as Figure 14
reproduced from [Discher et al. 2009], which the authors assem-
bled from various experimental studies. As can be seen, fat (2500-
4000 N/m?) is softer than muscles (9000-15000 N/m?). Because we

Our anatomical
bone rig + FEM

Generic non-anatomical
bone rig + FEM

o

Fig. 16. Anatomical bone rig stabilizes FEM soft tissue simulations.
Left: non-anatomical rig, created by pivoting bones around the center of the
parent bone’s head. Bones pinch elastic material, causing artefacts. Right:
our rig produces stable soft tissue simulations. Both results use FEM.

N o

skinning FEM skinning FEM
Fig. 17. Comparison of FEM simulation to skinning. Skinning weights

were computed using Maya’s geodesic voxel method. Other Maya skinning
weight methods give even worse results. Both methods use our bone rig.

do not model fat and muscles as separate objects, we set our Young’s
modulus to a single value of 12000 N/m?. In locations where there
are visible hand lines, such as on the palm and at finger joins, we
decrease Young’s modulus to 2000 N/mz, and Poisson’s ratio to 0.45,
which helps with crease formation. Because there are no muscles
on the dorsal side of the hand, we decrease Young’s modulus in that
region to 6000N /m?, including on the back side of the fingers. For
mass density, we choose the density of water (1000 kg/m>). This is
because the reported densities of muscles and fat are 1060 kg/m>
and 920 kg/m3, respectively [Farvid et al. 2005].

5.6 Embedding of surface triangle meshes into tet mesh

We deform any of our surface triangle meshes by embedding it into
the tet simulation mesh. Sometimes, some vertices of these surface
triangle meshes in the neutral pose may be slightly outside of the
tet mesh due to coarsening or discretization errors; in which case
we simply deform the vertex using the closest tetrahedron. There
are two surface meshes that we deform in this way and that ap-
pear in our rendering results: the high-resolution mesh obtained
by scanning the neutral plastic hand using Artec Spider (11M trian-
gles), and a low-resolution version with 15,232 triangles, obtained
by simplifying the high-resolution mesh using MeshLab.

6 RESULTS

We used a 3 Tesla GE MRI scanner with a PD CUBE (3D fast spin
echo) sequence with the following parameters: NEX (number of
excitations) 1; FA (flip angle) 90 degrees; TR (time to repetition) 1500
ms; TE (time to echo) 25.93 ms; slice thickness 1 mm; slice spacing
0.5 mm; matrix 256 x 256 pixels; and FOV (field of view) 28.3 x 25.6
cm. We scanned, processed and simulated two subjects: a male (age:
late 20s; Figure 3), and a female (age: late 40s; Figure 18).
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Fig. 18. The opposition of the thumb for our female subject (late 40s).
We show the bone and FEM geometry of 3 animation frames.

We tested our bone rig and FEM simulation on 4 motion sequences.
Two sequences were recorded using a LeapMotion system [Leap-
Motion 2017], one was created using Inverse Kinematics (IK) to
perform the opposition of the thumb to the other fingers, and one
connects all of our scanned poses into one continuous sequence,
also using IK. We implemented a simple inverse kinematics engine,
using the ADOL-C symbolic differentiation library. In our IK, we can
constrain both positions and orientations of the end effectors; and
we did so for the fingers subject to biological limits. The running
time of our FEM simulations is approximately 1 sec / timestep, on
an Intel i7 6950X PC (manufactured in 2016, 1 processors x 10 cores
at 3.00 GHz), 128GB of RAM. We are performing 60 timesteps per
frame, at 25 FPS; and therefore, the computational cost is 1 minute
per frame, or 25 minutes per second of motion. We do not attempt to
simulate accurate tissue dynamics, only static shapes under the ani-
mated bone meshes. Hence mass, damping and timestep properties
only matter for simulation stability. The four sequences (recorded
motions 1, 2; thumb opposition, connect-all-poses) are 13, 16, 10
and 16 seconds long, and took 5.4, 6.7, 4.2 and 6.7 hours to compute,
respectively.

Our pipeline produces a quality un-colored surface mesh con-
sistent with internal anatomy. In order to add a color texture, we
took photos of the subject’s hand from approximately 60 different
angles using a DSLR camera (Canon EOS 7). The photos were taken
rapidly while the subject held the hand firmly against a table. The
subject then reversed the hand and another set of 60 photos was
taken. We then constructed two separate textured surfaces from
these photographs using the Photoscan software [Agisoft 2018].
We then separately wrapped each of these two surfaces onto our
un-colored low-resolution surface mesh, using Wrap3. At the seams,
the surfaces and colors overlap because each of the two half-scans
covers slightly more than one half of the hand. We adjusted and
smoothed the seams using Photoshop and Maya. We then trans-
ferred the texture onto the high-resolution mesh, using Maya. This
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produced a good quality color texture map for both low-resolution
and high-resolution surface meshes, which we then use for render-
ing (Figure 20). In this project, we discovered that it is actually not
easy to obtain a complete hand static model with a high-resolution
geometry and texture. Our Photoscan approach benefited from the
fact that we already obtained high-precision geometry by scanning
the (perfectly still) plastic hand using Artec Spider, and only needed
to add color texture. Before using Photoscan, we consulted a local
professional photogrammetry studio who attempted to create both
geometry and color texture. They failed to produce a good scan,
despite taking over 60 simultaneous photographs of the subject’s
hand with high-quality cameras from multiple angles. Because a live
hand is moving, Artec Spider also failed to simultaneously create
geometry and color texture, despite repeated scanning attempts.

We compare our anatomy-driven bone rig to a non-anatomical
bone rig created in Maya, by placing the joint pivots at the end
of each bone, and then running FEM soft tissue simulation. Our
rig clearly outperforms the non-anatomical rig, where bone colli-
sions artificially squeeze the elastic material, causing instabilities
in FEM simulations (Figure 16). We also compare our FEM method
to skinning (Figure 17). Both FEM and skinning used our bone rig.
The comparison shows that FEM produces higher quality shapes.
Figure 15 demonstrates that our spatially varying materials enable
the generation of quality folds near the finger joints. In Figure 19,
we compare our FEM result to photographs of the hand of the same
subject. Figure 20 demonstrates that our bone rig also improves the
quality of skinning (i.e., without using FEM). Table 1 analyzed the
accuracy of our bone rig.

7 CONCLUSION

We demonstrated how to acquire highly accurate human skeleton
geometry in multiple poses using MRI. We achieved this using a
novel molding procedure to stabilize hands during MRI scanning.
We registered all poses to the same bones mesh connectivity, and
built a skeleton mesh kinematic model (“skeleton rig”) to interpolate
or extrapolate the acquired pose to the entire hand range of motion.
We demonstrated that our skeleton rig can be used to drive soft-
tissue FEM simulation to produce anatomically plausible organic
hand shapes that qualitatively match photographs. Our accurate
hand model can potentially benefit virtual hands in games / film /
VR, robotic hands, grasping, and medical education, such as visual-
izations of internal hand anatomy motion.

We performed 12 scans for each subject, which is sufficient to
demonstrate stable and precise common hand motions, including op-
position of the thumb to all the other four fingers. Accuracy would
be improved with more scans. An interesting research questions is
how to automatically select the next best pose to scan, to maximize
coverage of the hand’s range of motion. Some complex hand poses
are challenging for our technique, for example, all fingertips touch-
ing at a single point. This is because we cut our molds in two pieces
manually using a knife. It would be interesting to explore how to
cut the molds into 3 or more pieces, to improve the ergonomics of
the insertion of the hand into the mold. Although we produced and
scanned 12 plastic shapes, we only used the neutral plastic shape in
our simulation pipeline; the other 11 serve to evaluate the accuracy
of our FEM rig (Figure 3). It is challenging to register the scanned
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Fig. 19. Comparison of our FEM results to photographs, on two “in-between” poses (i.e., not a part of the acquired 12 pose-dataset). The FEM results are
rendered using our high-resolution mesh (11M triangles), with subsurface scattering; individual pores are visible as geometric features. Image is zoomable.
Generally, our FEM method produces a good qualitative visual match to the photographs: finger and palm look “organic”, and the two main palmar lines are in
the correct location, and are produced by FEM as geometric mesh features (folds), as opposed to only a texture map illusion. This figure also demonstrates the
limitations of our method. We do not model the wrinkling of the skin, which is absent in the FEM result, but visible in photographs. We also do not simulate
muscle activation; and hence the soft tissue at the root of the thumb is flatter in FEM vs in photographs.

Our anatomical
bone rig + skinning yw "

Generic non-anatomical

bone rig + skinning
Fig. 20. Our bone rig also improves skinning. Left: skinning with a non-
anatomical bone rig, created manually by placing the joints at the center of
the parent bone’s bonehead. Right: skinning with our anatomical rig. No
FEM simulation was used in this example, only skinning. It can be seen that
skinning works better when it uses our anatomical bone rig (see the dent at
the joint). Both results use Maya’s “geodesic voxel” skinning weights.

plastic meshes to consistent complete mesh connectivity because
many of these optical scans are incomplete due to palm / finger
occlusions, and webbing of fingers in close proximity.

We only acquired bone geometry; muscles, tendons and subcate-
nous fat are left for future work. While our FEM simulations (driven
by our skeleton rig) produce anatomically plausible shapes, accu-
racy would be improved by modeling muscles and subcatenous fat.
These structures are available in our MRI scans and could be in prin-
ciple segmented and animated; new research techniques will likely
required to do so in a stable and accurate way. We use spatially-
varying tissue elastic properties to improve the generation of folds
at the joints. Results could be further improved by optimizing spa-
tially varying material properties. Physically based grasping would
also benefit from good material properties. We do not compute the
joint hierarchy motion; but instead rely on the animator to provide
us with the animations of the bone’s joints. Such an approach is
standard in industry today [Tissue 2013], but requires the animator
to be careful not to cause self-collisions. A better, more principled
approach would be for motion to originate from hand muscle acti-
vations, with bones and the rest of the anatomy animating based on
a physically based simulation. This poses interesting neuromechan-
ical control problems, due to the well-known muscle redundancy,

and the specific nature of hands which are mostly controlled by long
muscle tendons originating in the human arm. The understanding
of motion of internal hand anatomy as proposed here represents
one step closer to lifelike robots with hands that mimic biological
hands. Researchers at Columbia Univ. recently demonstrated how to
make artificial muscles [Miriyev et al. 2017]. With recent advances
in 3D printing technology, our work may contribute to the physi-
cal replication of anatomically realistic hands and improved hand
prosthetics, in the not so distant future.
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